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ABSTRACT 

If you were told that some object A was perfectly (or somewhat, 

or not at all) in some direction  (e.g., west, above-right) of some 

reference object B, where in space would you look for A? 

Cognitive experiments suggest that you would mentally build a 

spatial template. Using essentially angular deviation, you would 

partition the space into regions where the relationship “in 

direction  of B” holds (to various extents) and regions where it 

does not hold. You would then be able to locate the objects for 

which the relationship holds best, and find A. Spatial templates, 

therefore, represent directional spatial relationships to reference 

objects (e.g., “east of the post office”). Note that other names can 

also be found in the literature (e.g., fuzzy landscape, applicability 

structure, potential field). There exists a very simple and yet 

cognitively plausible way to mathematically model a spatial 

template without sacrificing the geometry of the reference object 

(i.e., the object is not approximated through its centroid or 

minimum bounding rectangle). In case of 2D raster data, exact 

calculation of the model can easily be achieved but is compu-

tationally expensive, and tractable approximation algorithms were 

proposed. In case of 2D vector data, exact calculation of the 

model is not conceivable. In previous work, we introduced the 

concept of the F-template. We discussed the case of 2D raster data 

and designed, based on this concept, an efficient approximation 

algorithm for spatial template computation. The algorithm is 

faster, gives better results, and is more flexible than its competi-

tors. Here, comparable advances are presented in the case of 2D 

vector data. These advances are of particular interest for spatial 

query processing in Geographic Information Systems. 

Categories and Subject Descriptors 

I.2.4 [Artificial Intelligence]: Knowledge Representation 

Formalisms and Methods – representations. I.4.7 [Image 

Processing and Computer Vision]: Feature Measurement – 

feature representation. I.4.8 [Image Processing and Computer 

Vision]: Scene Analysis – object recognition. I.5.1 [Pattern 

Recognition]: Models – fuzzy set, geometric. I.6.5 [Simulation 

and Modeling]: Model development. H.2.8 [Database Manage-

ment]: Database Applications – spatial databases and GIS. 

General Terms 

Algorithms 

Keywords 

Spatial relationships, directional relationships, spatial templates, 

directional templates, F-templates 

1. INTRODUCTION 
Space plays a fundamental role in human cognition. In everyday 

situations, it is often viewed as a construct induced by spatial 

relationships, rather than as a container that exists independently 

of the objects located in it. Spatial relationships, therefore, have 

been thoroughly investigated in many disciplines, including cog-

nitive science, psychology, linguistics, geography and artificial 

intelligence. They act as a connecting link between visually 

perceived data and natural language, and an important part of 

research naturally deals with two types of tasks: those related to 

the translation of visual information into linguistic expressions 

(e.g., automatic digital image analysis and description), and those 

related to the translation of linguistic expressions into visual 

information (e.g., spatial query processing in Geographic Informa-

tion Systems). In this paper, we focus on directional (also called 

projective) relationships (e.g., front, south, above). The past ten to 

fifteen years have seen significant advancements in the develop-

ment of mathematical and computational models of these 

relationships [1], [2], [3], [4], [5], [6], [7], [8], [9]. Tasks of the 

first type require from such models the capability to identify 

which relationships hold best between any two objects. Tasks of 

the second type require different capabilities. Given a directional 

relationship to a reference object (e.g., “east of the post office”), 

the models should be able to identify the objects for which the 

relationship holds best, and also to distinguish regions where it 

holds from regions where it does not hold. These regions, of 

course, blend into one another. Different names can be found in 

the literature (e.g., “fuzzy landscape” [10], “spatial template” 

[11], “applicability structure” [12], “potential field” [13]). Here, 

we will use the term “directional spatial template” (or “template”, 
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for short). The models mentioned earlier (references [1] to [9]) 

address tasks of the first type, or approximate the reference object 

through its minimum bounding rectangle, or are only able to 

distinguish a very limited number of regions. There exists, 

however, a simple and yet cognitively plausible way to model a 

template without sacrificing the geometry of the objects or 

restricting the number of regions. In case of 2D raster data, exact 

calculation of the model can easily be achieved but is compu-

tationally expensive, and tractable approximation algorithms were 

proposed. The issue was discussed in [14]. In case of 2D vector 

data, exact calculation of the model is not conceivable. A new, 

efficient and flexible approximation algorithm is introduced in 

Section 3. An experimental study, presented in Section 4, vali-

dates the approach. Conclusions and directions of future work are 

given in Section 5. First, in Section 2, we introduce some nota-

tions and briefly review two important concepts. 

2. BASIC AND F-TEMPLATES 

2.1 Notations 

In the following,  denotes the set of real numbers and P the 

Cartesian plane. μ is a continuous mapping from  into [0,1], 

periodic with period 2 , even, non increasing on [0, ], and such 

that μ(0)=1 and μ( /2)=0 (Fig. 1). 

 

Figure 1.   Two possible functions μ. 

An object is a non-empty subset of P. For any two points q and p 

in P, with q p, the expression (q,p) represents the direction of 

the vector qp. It is a value that belongs to the interval [ , ). 

Directional spatial relationships defy precise definitions, and 

Freeman proposed that fuzzy set theory should be applied [15]. 

The idea has been widely accepted. For any direction  and any 

two objects A and B, the expression d( ,A,B) represents the 

degree of truth of the proposition “A is in direction  of B”. It is a 

value that belongs to [0,1]. For instance, d(0,A,B)=1 might 

express the fact that the object A is perfectly to the right of B, the 

equality d( /2,A,B)=0.5 that A is somewhat behind B, and 

d( /2,A,B)=0 that A is not at all to the north of B (Fig. 2). 

            

Figure 2.   Points, objects and directions. Is A in direction  of B? 

2.2 Basic Templates 

Let A and B be two objects. If you were told that A was perfectly 

(or somewhat, or not at all) in direction  (e.g., west, above-right) 

of B, where in space would you look for A? Cognitive experiments 

suggest that you would mentally build a spatial template [11], 

[16], [17]. Using essentially angular deviation, you would parti-

tion the space into regions where the relationship “in direction  

of B” holds to various degrees. It therefore makes sense to model 

this template by a mapping from P into , such as S B.  

          p  P,  S B(p) = supq B {p} μ( (q,p) )                       (1) 

S B is the basic directional spatial template induced by B in 

direction . As an example, Fig. 3b shows the basic template 

induced by some reference building in direction north. The 

brighter the area, the higher the value S B(p), i.e., the more it is 

considered that the area is north of the reference building. Note that 

S B allows the proposition “A is in direction  of B” to be readily 

assessed for any object A. The degree of truth d( ,A,B) of this 

proposition can be set to, e.g., supp A S B(p), or infp A S B(p). These 

two values correspond to the most optimistic and most pessimistic 

points of view (Fig. 3c). They can also be interpreted as a 

possibility degree and a necessity degree [10]. 

 

 

 

 

 

 

 

 

 

 

Figure 3.   (a) Neighborhood map. (b) Basic spatial template: 
show me where the north is (relative to the museum). 
μ is as in Fig. 1a. (c) Are the buildings 1 to 9 north 
of the museum? The white bars represent all possible 
points of view. 

 
In case of raster data, the algorithm that corresponds to Eq. 1 is 

straightforward. Computationally, however, it is prohibitively 

expensive, and tractable approximation algorithms can be found 

in the literature. The issue is discussed in [14]. In case of vector 

data (i.e., each object is defined by a polygon, or by a finite set of 

polygons), S B(p) can easily be computed for any individual point 

p of the Cartesian plane (in the right-hand side of Eq. 1, replace 

sup with max and B with its set of vertices). Practically, however, 

S B(p) cannot be computed for every point p, and the basic tem-

plate S B needs to be approximated in an efficient and appropriate 

way. To our knowledge, this issue has not been examined yet. 

2.3 F-Templates 
Basic directional spatial templates can be seen as particular F-

templates. The latter were introduced in [14] as a concept dual to 

that of the F-histogram (described much earlier, in [18] [4]). Let  

be a direction and B an object. For any  in [0, ) and any p in P, 

let Bp( ) denote the intersection of B with the line that runs in 
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direction  and passes through p. This intersection is a longitudi-

nal section of B (or section, for short). See Fig. 4. The set of all 

possible longitudinal sections is denoted by L. Consider some 

section J, i.e., some element J of L. There exists a line J that 

includes J. This line runs in some direction J [0, ). Assume 

p J. As illustrated by Fig. 5, the symbols J,p and +
J,p denote the 

two half-lines such that 

              J,p  +
J,p = J  and  J,p  +

J,p = {p}                                  (2) 

         q  J,p {p},   (q,p) = J                                          (3) 

         q  +
J,p {p},   (q,p) = J                                              (4) 

An F-template induced by B in direction  is a mapping F B from P 

into . In “F B”, the letter “F” denotes a function from P L 

into . (The letter “F” in the expression “F-template”, however, is 

not dissociable from the word “template”, and does not refer to 

any specific function.) The value F B(p) is a combination of the 

F(p, ,Bp( )) values, for all  (Fig. 4). In the rest of this paper  

          p  P,   F B(p) = sup [0, ) F(p, ,Bp( ))                           (5) 

and the function F is defined as follows, for any crisp section J, 

direction , and point p aligned with J. 

          If  J=   or  J={p}  then  F(p, ,J)=0,                                  (6) 

          else  if  J J,p   then  F(p, ,J) = μ(( J  )  ),                  (7) 

          else  if  J +
J,p  then  F(p, ,J) = μ( J  ),                          (8) 

          else  F(p, ,J) = max { μ(( J  )  ) , μ( J  ) }.                (9) 

 

 

Figure 4.    Longitudinal sections and F-templates. Here, the lon-
gitudinal section Bp( ) is the union of two segments. 
Each line gives an F(p, ,Bp( )) value. F B(p) is a 
combination of the F(p, ,Bp( )) values, for all . 

 

 

Figure 5.    The line J runs in direction J and includes the section J. 
The point p splits J into two half-lines, J,p and +

J,p . 
The point q1 in J,p is such that (q1,p) = J  . The 
point q2 in 

+
J,p  is such that (q2,p) = J.    

It is easy to show that the corresponding F-template F B is equal to 

the basic directional spatial template S B presented in Section 2.2. 

We have F B = S B. However, in case of raster data, Eqs. 5 to 9 

lead to an efficient approximation algorithm, which is faster, gives 

better results, and is more flexible than its competitors [14]. The 

case of vector data is discussed in Section 3. 

3. CASE OF 2D VECTOR DATA 

3.1 Principle 

From now on, we assume that each object is defined by a polygon. 

As mentioned in Section 2.2, the basic directional spatial template 

S B needs to be approximated in an efficient and appropriate way. 

The solution proposed here is based on the concept of the F-

template. As illustrated by Fig. 6, the plane is partitioned into a set 

{R0, R1, … RN} of regions, where N is an integer greater than 1, 

                      R 0={p P | F B(p) μ1},                                       (10) 

                      R 1={p P | μ1<F B(p)<μ2},                                 (11) 

i 2..N 1, R i ={p P | μi F B(p)<μi+1},                               (12) 

                      R N={p P | μN F B(p)},                                   (13) 

and μ1=0<μ2<…<μN μN+1=1. Clearly, the partition {R 0, R 1, … 

R N} represents an approximation of the template F B (i.e., S B). 

The regions R i are not determined directly. Instead, other regions 

Ri are calculated:  

                            R1={p P | μ1<F B(p)}                                   (14) 

and     i 2..N,   Ri={p P | μi F B(p)}.                                    (15) 

We have R0=P R1, R1=R1 R2, R2=R2 R3, … RN 1=RN 1 RN 

and R N=RN. The Ri are nested, i.e., R1 R2 … RN. Each Ri is an 

unbounded polygon, i.e., its boundary is the union of n 1 edges, 

(r1r2], [r2r3], [r3r4], … [rn 2rn 1] and [rn 1rn), where n is an integer 

greater than 2. These edges are line segments, except (r1r2] and 

[rn 1rn), which are half-lines. Consider the angle  

              i = inf { [0, /2] | μ( )=μ1}  if i=1,                           (16) 

              i = sup { [0, /2] | μ( )=μi}  if i 2..N.                     (17) 

The half-line (r1r2] originates from r2, runs in direction + i and 

passes through r1. Similarly, [rn 1rn) originates from rn 1, runs in 

 

Figure 6.   An approximation of the template F B. We have:  
p R 0, F

B(p)=0  and  p R 1, 0<F B(p)<0.5  and  
p R 2, 0.5 F B(p)<1  and  p R 3, F

B(p)=1. The 
partition {R 0, R 1, R 2, R 3} is defined through the 
nested unbounded polygons R1, R2 and R3. The bound-
ary of R2 is (r1r2] [r2r3] [r3r4). Here, μ is as in Fig. 1a, 
N=3, μ1=0, μ2=0.5, μ3=1, 1= /2, 2= /4, 3=0. 

    



(b) 

direction i and passes through rn. The region Ri can actually be 

seen as the union of an infinite number of half-lines: each one 

originates from a boundary point and runs in a direction 

comprised between i and + i. The approach and above facts 

concerning Ri derive from Eqs. 5 to 9. The idea is to focus on 1D 

entities (lines) and not, as in Eq. 1, on 0D entities (points). Section 

3.2 describes how Ri is calculated. Section 3.3 deals with the 

assessment of the proposition “A is in direction  of B”, for any 

object A. Finally, Section 3.4 shows how the partition {R0, R1, … 

RN} can be visualized. 

 

3.2 Template Calculation 

As seen in Section 3.1, an approximation of the directional spatial 

template F B (i.e., S B) can be represented by a partition {R0, R1, 

… RN} of the Cartesian plane, where each region Ri corresponds 

to a range of template values (Eqs. 10 to 13). This partition is 

actually defined through nested unbounded polygons Ri (Eqs. 14 

and 15). In this section, we describe the algorithm for the calcula-

tion of Ri. It is similar to silhouette determination algorithms 

developed for computer graphics applications. The idea behind it 

is to imagine that B is illuminated by a light source infinitely far 

away. The light source is moving, and the direction of the rays 

varies from + i to i, where i is the angle associated with Ri 

(Eqs. 16 and 17). A point p belongs to Ri if it belongs to B or is in 

the shadow of B at some moment. 

The reference object B is represented by a list (b1, b2, … bm) 

of vertices, and the region Ri by (r1, r2, … rn) (Section 3.1). The 

boundaries are traversed counterclockwise. Note that (b1, b2, … 

bm), (b2, b3, … bm, b1), … (bm, b1, b2, … bm 1) represent the same 

(bounded) polygon, while (r1, r2, … rn), (r2, r3, … rn, r1), … (rn, r1, 

r2, … rn 1) represent different unbounded polygons. Consider Fig. 

7a. The edges facing the light source are [b2b3], [b3b4], [b5b6], 

[b6b7], [b7b8] and [b8b9] (because of obstructions, however, [b3b4] 

and part of [b2b3] are in the dark). A ray could be shot from b1, b2, 

b5, b9 or b10 in the same direction as the rays from the light source. 

Among these five vertices, however, only b2, b5 and b9 connect 

edges that face the light source to edges that do not face it. b5 is 

called a key vertex: a ray shot from b5 would intersect B (in b).  

 

Step 0 

The list (b1, b2, … bm) of vertices is rearranged such that b1 

is the first vertex encountered in direction  (compare Figs. 7a 

and 7b). 

Step 1  (Fig. 7b) 

The rays are in direction + i, where i is the angle 

associated with Ri (Eqs. 16 and 17). The boundary of B is 

traversed counterclockwise, starting from b1, and every key 

vertex triggers a modification of B as described above. The 

traversal ends when a stop vertex is encountered. The bound-

ary is then traversed clockwise. Again, every key vertex triggers 

a modification of the object, and the traversal ends when a stop 

vertex b
+
 is encountered. At the end of this step, B has been 

transformed into B’. 

The other vertices, b2 and b9, are stop vertices: a ray shot from b2 

or b9 would not intersect B. The algorithm includes four steps, 

which are described below and illustrated by Figs. 7bcde. When a 

key vertex bk is encountered, B is modified as follows. Let b be 

the point where a ray shot from bk would intersect B. Let e be the 

edge containing bk and not facing the light source. b is added to 

the list of vertices and all vertices between bk and b, via e, are 

removed. 

 

 

      

 

Figure 7.   Calculation of the unbounded polygon Ri. 
(a) The object B, and the idea behind the algorithm. 
(b) At the end of step 0. (c) At the end of step 1. 
(d) At the end of step 2. (e) At the end of step 3. 

 

 

Step 2  (Fig. 7c) 

The rays are now in direction i. The boundary of B’ is 

traversed clockwise, starting from b1, and every key vertex 

triggers a modification of B’. The traversal ends when a stop 

vertex is encountered. The boundary is then traversed counter-

clockwise. Every key vertex triggers a new modification, and 

the traversal ends when a stop vertex b  is encountered. At the 

end of this step, B’ has been transformed into B”.  

Step 3  (Fig. 7d) 

The boundary of B” is traversed counterclockwise from b
+
 to 

b . The vertices r2= b
+
, r3, … rn 1= b  are successively encoun-

tered. Let r1 be a point such that the half-line (r1r2] runs in 

direction + i and let rn be a point such that [rn 1rn) runs in 

direction i. The unbounded polygon Ri is represented by 

(r1, r2, … rn) (as in Fig. 7e). 

(a) 

(c) (d) 

(e) 

(b) 



If the reference object B is convex, the number of key vertices is 0, 

and the algorithm runs in O(m) time. If B is concave, the number 

of key vertices might be of order m. For each key vertex, some 

intersection point b must be computed (as in Fig. 7a). The number 

of edges to be considered in order to find b might be of order m. 

Hence, the algorithm runs in O(m2) time, worst case scenario. 

3.3 Assessment of the Proposition 
       “A is in direction  of B” 

As seen in Section 3.1, an approximation of the directional spatial 

template F B can be represented by a partition {R 0, R 1, … R N} 

of the Cartesian plane, where the region R0 corresponds to the 

template value 0, and each other region Ri corresponds to the 

range of template values between μi and μi+1 (Eqs. 10 to 13). 

Given this approximation, the proposition “A is in direction  of 

B” can easily be assessed for any object A. Its degree of truth 

d( ,A,B) can be set to, e.g., 

              dmin = min i 1..N | A Ri    μi ,                                          (18) 

              dmax = max i 1..N | A Ri    μi+1                                        (19) 

or           dave =  i 1..N | A Ri    

    

area(A Ri )

area(A)
 
μ i +μ i+1

2
 .    (20) 

If A R i =  for all i in 1..N, i.e., if A R0, then it is assumed that 

dmin = dmax = dave = 0.  dmin is an approximation of  infp A F B(p) = 

infp A S B(p) = infp A supq B {p} μ( (q,p) ). It corresponds to the 

most pessimistic point of view. dmax is an approximation of 

supp A F
B(p) = supp A S B(p) = supp A supq B {p} μ( (q,p) )  and 

corresponds to the most optimistic point of view. See Section 2.2. 

Finally, dave (ave as in average) might be seen as a more reasonable 

point of view.  

The regions R0, R1, … RN, however, are only known through 

the unbounded polygons Ri (Section 3.2). Here is how to calculate 

dmin, dmax and dave: 

 

dmin  1 

dmax  0 

dave  0 

FOR  i from 1 to N  DO 

IF  A  Ri is not empty  THEN 

dmin  min { dmin, μi} 

dmax  max { dmax, μi+1} 

dave  dave + area(A Ri)*μi+1 

IF  dmax is 0  THEN  dmin  0 

ELSE  dave  dave / (2*area(A)) 

 

3.4 Template Visualization 

Here again, an approximation of F B is represented by a partition 

{R0, R1, … RN}, where the region R0 corresponds to the 

template value 0, and where each other region Ri corresponds to 

the range of template values between μi and μi+1 (Section 3.1). 

This approximation can easily be visualized through an 8-bit gray 

level image. The gray level value assigned to R0 is 0 and the gray 

level value assigned to each other Ri is the closest integer to 

255(μi+μi+1)/2. 

The regions R0, R1, … RN, however, are only known through 

the unbounded polygons Ri (Section 3.2). Here is how to obtain 

the display image. First, all gray level values are set to 0 (the 

display image is black). Then, R1, R2, … RN are painted in this 

order, one after the other, and on top of each other. For all i in 

1..N, the gray level value assigned to Ri is the closest integer to 

255(μi+μi+1)/2. 

4. Experimental Study 

Three sets of experiments are performed. First, in Section 4.1, 

specific directional spatial templates are calculated and used for 

the assessment of specific propositions (like “the post office is 

north of the museum”). Then, in Section 4.2, the quality of the 

templates which depends on the number N of template 

regions is examined. Finally, Section 4.3 deals with 

computational efficiency, which depends both on N and the 

number m of object vertices. For all experiments, the function μ is 

as in Fig. 1a. Moreover: i 1..N, μi = (i 1)/(N 1). 

4.1 Are these Buildings North of the Museum? 

Here, the direction  is /2 (north) and the reference object B is 

the museum in the neighborhood map of Fig. 3a. The template F B 

is approximated as in Sections 3.1 and 3.2, by a partition {R0, R1, 

… RN} of the Cartesian plane. Consider, for each i in 1..9, the 

following proposition: “the building i is north of the museum”. Its 

degree of truth is set to dmin (pessimistic point of view), dmax 

(optimistic point of view) and then dave (moderate). See Section 

3.3. These 9 3=27 values are calculated for different template 

approximations, i.e., N=6, 18, 130. The results, shown in Fig. 8, 

are consistent, even when the template is represented by a 

relatively small number of regions. 
The case of raster data is also considered. The building i 

(object A) and the museum (object B) are then sets of pixels in a 

607 757 digital image. As mentioned in Section 3.3, the value 

dmin is an approximation of  inf p A sup q B {p} μ( (q,p) ). In the 

image domain, this expression becomes  dmin = min P A max Q B {P} 

μ( (Q,P) ),  where P and Q denote pixels. The values dmax and 

dave can be assessed using similar formulas. (Such computations 

are, of course, very time consuming. See [14] for less expensive 

methods.) Figure 8 shows that the results are consistent, whether 

the objects are in raster form or in vector form. 

4.2 Quality Analysis 

Quality is measured through error curves and error difference 

images (Figs. 9 and 10). Assume an approximation of some 

template F B is calculated (Sections 3.1 and 3.2) and then 

visualized through a 256 256 digital image (Section 3.4). Each 

pixel P corresponds to some point p of the Cartesian plane, and 

the gray level of P corresponds  (up to the multiplicative constant 

255) to an approximation of the template value F B(p). However, as 

mentioned earlier (Section 2.2), the exact template value and 

hence the absolute difference between the two can also be 

computed. The sum of absolute differences, for all P in the display 

image, is a measure, SAD, of the quality of the approximation. 



 

 

 

 

Figure 8. Are the buildings 1 to 6 north of the museum (Fig. 3a)? 
All possible points of view. For the buildings 7 to 9, the 
answer is definitely no (dmin = dmax = dave = 0). 

0

0.01

0.02

0.03

1 61 122 183 245

 

0

0.01

0.02

0.03

1 61 122 183 245
 

Figure 9.   Error curves. The reference object B is as shown, 
(a) convex, (b) concave, and the direction  is /4 
(northeast). The higher the number of regions, the 
more accurate the approximation of the template. 

 

 

      

      

      

Figure 10.   Error difference images. The reference object B is a 
decagon and the direction  is /4 (northeast).  (a) The 
exact template values are computed for 65536 points of 
the Cartesian plane and stored in the form of an 8-bit, 
256 256 gray level image.  (b)(d)(f) Approximated 
templates are calculated and visualized through 8-bit, 
256 256 gray level images.  (c)(e)(g) Corresponding 
difference images. Medium gray, as in the bottom left 
parts of the images, indicates a zero error. Lighter or 
darker areas indicate that the template values have been 
overestimated or underestimated. 
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Whatever the direction  and the reference object B, experiments 

confirm that the error SAD drops fast and then stabilizes as the 

number N of regions increases (Fig. 9). When a few tens of 

regions are considered, the template values are significantly over-

estimated or underestimated (Fig. 10c). However, when more than 

fifty regions are considered, there is no noticeable difference 

between the approximated and exact values (Fig. 10g). 

4.3 Computational Efficiency 

This set of experiments was conducted on a 2.4GHz P4 CPU with 

1024 MB physical memory, running Windows 2000. The 

implementation language was C++. As illustrated by Fig. 11, the 

processing time increases linearly with the number N of template 

regions, whether the reference object B is convex or concave. If B 

is convex, the processing time also increases linearly with m, the 

number of vertices of B. Theoretically, if B is concave, it might 

increase quadratically with m. Practically, however, unless fractal-

like objects are considered, the increase is, once again, linear (or 

quasilinear). This is illustrated by Fig. 12. In both figures, the 

direction  is /4 (northeast). 

 

5. CONCLUSIONS AND FUTURE WORK 

A directional spatial relationship to a reference object can be 

represented by a spatial template. These templates (which are 

given different names in the literature) play an important role in 

object localization tasks. In previous work, we considered the case 

of 2D raster data. Here, we have examined the case of 2D vector 

data. We have designed, based on the concept of the F-template, 

an efficient and flexible approximation algorithm for spatial 

template calculation. This algorithm, which also draws from 

silhouette determination techniques developed for computer 

graphics applications, is of particular interest for spatial query 

processing in Geographic Information Systems. The templates are 

stored in a vector form. Expressions like “north of the museum” 

can be visualized, and regions where the relationship holds can be 

distinguished from regions where it does not hold. Different 

perceptions can be accommodated. All types of transitions, from 

the most abrupt to the smoothest ones, can be considered. Once 

the template associated with the expression is calculated, 

propositions like “the post office is located north of the museum” 

can be finely assessed. Moreover, various points of view, from 

most pessimistic to most optimistic, can be given. The objects at 

hand are not necessarily convex, and they are not approximated 

through their centroid or minimum bounding rectangle. We have 

assumed, however, that each object is defined by a single 

polygon, i.e., each object is connected, without holes, and with a 

clear boundary. In future work, we will show that our algorithm 

can easily be extended to handle fuzzy objects, objects with holes, 

and objects having several connected components. We will 

discuss the case of more complex expressions (e.g., “north of the 

museum and southeast of the park”). Eventually, we will also 

examine the case of 3D vector data. 
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Figure 11.  Relationship between processing time and number   
 of regions. (a) The reference object is as in Fig. 9a.  
 (b) The reference object is as in Fig. 9b. 

 
 

 (a) ( 

 

b)  

Figure 12.    Relationship between processing time and number  
of vertices. (a) The reference object is a regular polygon 
(approximation of a disk).  (b) The reference object is a 
cross-shaped object as in Fig. 9b, with additional vertices 
spread along its boundary. 
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