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ABSTRACT

In this paper, we provide an overview of our on-going work using spatia relations for mobile robot navigation. Using the
histogram of forces, we show how linguistic expressions can be generated to describe a qualitative view of the robot with
respect to its environment. The linguistic expressions provide a symbalic link between the robot and a human user, thus
facilitating two-way, human-like communication. In this paper, we present two ways in which spatia reations can be used
for robot navigation. First, egocentric spatial relations provide a robot-centered view of the environment (eg., there is an
object on the left). Navigation can be described in terms of spatial relations (e.g., move forward while there is an object on
the left, then turn right), such that a complete navigation task is generated as a sequence of navigation states with
corresponding behaviors. Second, spatial relations can be used to analyze maps and facilitate their use in communicating
navigation tasks. For example, the user can draw an approximate map on a PDA and then draw the desired robot trajectory
also on the PDA, relative to the map. Spatial relations can then be used to convert the relative trajectory to a corresponding
navigation behavior sequence. Examples are included using a comparable scene from both a robot environment and a PDA-
sketched trajectory showing the corresponding generated linguistic spatial expressions.

Keywords; spatia relations, linguistic spatial descriptions, mobile robot navigation, human-robot communication, histogram
of forces

1. INTRODUCTION

Being able to interact and communicate with robots in the same way we interact with people haslong been a goal of Al
and robotics researchers. Much of the robotics research has emphasized the goal of achieving autonomous robots. However,
in our research, we are less concerned with creating autonomous robots that can plan and reason about tasks, and instead we
view them as semi-autonomous tools that can assist a human user. The user supplies the high-level and difficult reasoning
and drategic planning capabilities. We assume the robot has some perception capabilities, reactive behaviors, and perhaps
some limited reasoning abilities that allow it to handle an unstructured and dynamic environment.

In this scenario, the interaction and communication mechanism between the robot and the human user becomes very
important. The user must be able to easily communicate what needs to be done, perhaps at different levels of task abstraction.
In particular, we would like to provide an intuitive method of communicating with robots that is easy for users that are not
expert robotics engineers. We want domain experts to define their own task use of robots, which may involve controlling
them, guiding them, or even programming them.

In ongoing research on human-robot interaction, we have been investigating the use of spatial relations in communicating
purposeful navigation tasks. Linguistic, human-like expressions that describe the spatial relations between a robot and its
environment provide a symboalic link between the robot and the user, thus comprising a type of navigation language. The
linguistic spatial expressions can be used to establish effective two-way communications between the robot and the user, and
in this paper, we provide approaches from both perspectives.

Firg, from the robot perspective, we have studied how to recognize the current (qualitative) state in terms of egocentric
spatial relations between the robot and objects in the environment, using sensor readings only (i.e., with no prior map or
model of the environment). Linguistic spatial descriptions of the state are then generated for communication to the user.

Second, from the user perspective, we offer a novel approach for communicating a navigation task to a robot, which is
based on robot-centered spatial relations. Our approach is to let the user draw a sketch of an environment map (i.e, an
approximate representation) and then sketch the desired robot trajectory relative to the map. State information is extracted
from the drawing on a point by point basis along the sketched robot trajectory. We generate a linguigtic description for each
point and show how the robot transtions from one qualitative state to another throughout the desired path. A complete
navigation task is represented as a sequence of these qualitative states based on the egocentric spatial relations, each with a
corresponding navigation behavior. We assume the robot has pre-programmed or pre-learned, low-level navigation behaviors
that allow it to move safely around its unstructured and dynamic environment without hitting objects. In this approach, the
robot does not have a known model or map of the environment, and the user may have only an approximate map. Thus, the



navigation task is built upon conneded spatial states (i.e., quaitative states), which form a type of topological map. Note that
we ae not attempting to huild an exact modd of the environment, nor to generate aquantitative map. However, we do want
to generate linguistic descriptions that represent the qualitative state of the robot with resped to its environment, in terms that
are easily understood by human users.

The ideaof using linguistic spatial expressons to communicate with a semi-autonomous mohil e roba has been proposed
previoudly. Gribble et al use the framework of the Spatial Semantic Hierarchy for an intelligent whedchair [1]. Perzanowski
et al use a ombination of gestures and lingugtic diredives such as “go over there’ [2]. Shibata et al use positional relations
to overcome ambiguities in reagnition of landmarks [3]. However, the idea of communicaing with a mohile robot via a
hand-drawn map appeasto be novel. The strategy of using a sketch with spatial relations has been proposed by Egenhofer
asameans of querying a geographic database [4]. The hand-drawn sketch istrandated into a symboali ¢ representation that can
be used to accessthe geographic database.

In this paper, we show how spatid relations can be extracted bath from arobot’s snsors and from a hand-drawn map
sketched on a PDA. In Sedion 2, we discuss background material on the spatid anaysis algorithms, which are a extension
of work previously applied to image analysis. In Sedion 3, we show how the roba’s snar readings can be used to generate
inputs for the spatial analysis algorithms. In Sedion 4, we show a method for extracting the environment representation and
the crresponding states from the PDA sketch. Experiments are shown in Sedion 5 using a aomparable scene from bath a
roba environment and a PDA-sketched trajedory showing the corresponding generated linguistic spatial expressons. We
concludein Sedion 6 and discussfuture work.

2. SPATIAL RELATIONSMETHODS

Freeman [5] proposed that the relative position of two objects be described in terms of spatid relationships (such as
“above’, “surrounds’, “includes’, etc.). He also proposed that fuzzy relations be used, becuse “al-or-nothing” standard
mathematicd relations are dealy not suited to modd s of spatial relationships. By introducing the notion of the histogram of
angles, Miyajima and Ralescu [6] devel oped the ideathat the rdative position between two objects can have a representation
of its own and can thus be described in terms other than spatial relationships. However, the representation proposed shows
several weaknesss (e.g., requirement for raster data, long processng times, anisotropy).

In [7][8], Matsakis and Wendling introduced the histogram of forces. Contrary to the angle hisogram, it ensures
processng of raster data as well as of vector data. Moreover, it offers lid theoreticd guarantees, allows explicit and
variable acoounting of metric information, and lends itself, with great flexihility, to the definition of fuzzy diredional spatia
relations (such as “to the right of”, “in front of”, etc.). For our purposes, the hisogram of forces also allows for a low-
computational handling o heading changes in the roba’s orientation and makes it easy to switch between a world view and
an egocentric roba view.

2.1 TheHistogram of Forces

The relative position of a 2D object A with regard to another object B is represented by a function F*® from R into R +.
For any diredion 8, the value F*8(8) is the total weight of the aguments that can be found in order to support the proposition
“Aisin diredion 6 of B". More predsdly, it is the scalar resultant of eementary forces. These forces are eerted by the
points of A on those of B, and each tends to move B in dredion 0 (Fig. 1). F*® is called the histogram of forces associated
with (A,B) via F, or the F-histogram associated with (A,B). The object A is the argument, and the objed B the referent.
Actually, the letter F denotes anumericd function. Let r be areal. If the dementary forces arein inverseratio to d', where d
represents the distance between the points considered, then F is denoted by F,. The Fy—histogram (histogram of constant
forces) and F,—histogram (histogram of gravitational forces) have very different and very interesting characteristics. The
former coincides with the angle histogram—without its weaknesses—and provides a global view of the situation. It considers
the dosest parts and the farthest parts of the oljects equally, whereas the F,—histogram focuses on the dosest parts.

Throughout this paper, the referent B is always the roba. The F-hisogram associated with (A,B) is represented by a
limited number of values (i.e., the set of diredions 8 is made discrete), and the objects A and B are assmilated to polygons
(vector data). It is shown that the @mputation of F*® is of complexity O(n log(n)), where n denotes the total number of
vertices.

Detail scan be found in [7][ 8].



Figure1l. Computation of F*8(@). It isthe scalar
resultant of forces (black arrows). Each onetends
tomove B in direction 6.

2.2 Linguistic Description of Relative Positions

In [9][10], Matsakis et al. present a system that produces linguistic spatial descriptions. The description of the relative
positi on between any 2D objeds A and B rdlies on the sole primitive dirediona reationships. “to theright of”, “above’, “to
the left of” and “below” (imagine that the objects are drawn on averticd surface). It is generated from Fo® (the histogram of
constant forces asciated with (A,B)) and F® (the histogram of gravitational forces). First, eight values are extracted from
the analysis of each histogram: g, (RIGHT), b, (RIGHT), a (ABOVE), b, (ABOVE), a (LEFT), b, (LEFT), a (BELOW) and
b, (BELOW). They represent the “opinion” given by the mnsidered histogram (i.e., Fo 2 if ris0, and B, if it is 2). For
instance, acoording to Fo'° the degreeof truth of the proposition “A isto theright of B” is ay(RIGHT). Thisvalueisared
number greater than or equa to O (proposition completely false) and lessthan or equal to 1 (proposition completely true).
Moreover, accordingto Fo'® the maximum degreeof truth that can reasonably be attached to the proposition (say, by another
source of information) is by(RIGHT) (which belongs to the interval [ay(RIGHT),1]). Fo® and F,*®'s opinions (i.e., the
sixteen values) are then combined. Four numeric and two symboali ¢ features result from this combination. They feed a system
of fuzzy rules and meta-rules that outputs the expected linguistic description. The system handles a set of adverbs (like
“mostly”, “perfedly”, etc.) which are stored in a dictionary, with other terms, and can be tailored to individual users. A
description is generaly composed of threeparts. The firgt part involves the primary diredion (eg., “A is mostly to the right
of B"). The second part supplements the description and involves a sewndary diredion (e.g., “but somewhat above’). The
third pert indicates to what extent the four primitive diredional relationships are suited to describing the relative position of
the objects (e.g., “the description is stisfactory”). In other words, it indicates to what extent it is necessary to utilize other
spatial rdations (e.g., “surrounds’).

The use of adictionary for storing the linguistic terms provides flexibili ty and easy adaptability. The predse terminology
and phrasing can easly be adjusted to suit the application or the user. Theterminology can even be trandated to create multi-
lingual expressons.

3. EXTRACTING SPATIAL STATESFROM ROBOT SENSORS

In this sdion, we describe the gplication of the Fy and F, hisograms for extracting spatial relations from the sensor
readings of a mohile roba. For this applicaion, we use a vedor data representation (i.e., a boundary representation using
vertices), which simplifies the computational complexity and provides a method for producing the lingugtic expressons in
red time. In this work, we have used a Nomad 200 roba with 16 sonar sensors evenly distributed along its circumference
The sensor readings are used to build a polygonal representation of the objeds surrounding the roba. The vertices of each
polygon are etracted and the F, and F, hisograms are built, as described in Sedion 21. The histograms are then used to
generate lingustic descriptions of relative positi ons between the roba and the environment objects (see Figure 2). Note that
although we show a spedfic sensor type and layout, the methods used do not asauime a particular sensor type or
configuration. Any type of range sensor could be used. Also, the analysis Sftware is designed so that the sensor layout is
read during the initialization process.

Thefirgt step in reaognizing spatial relations from sensor readings isto build oljea representations from the readings. Let
us consider a simple case of the roba and a single obstacle, shown in Figure 3. The sonar sensor S returns a range value
indicating that an obstacle has been deteded. In the case of Figure 3, only one obstacle was deteded, and a single ohed
representation is plotted as atrapezoid in the center of cone S. The depth of the obstacle cannot be determined from the sonar
reading; thus, we use a constant arbitrary depth when building oljeds. We also represent the g/lindricd robd as a
redangular object, because it is easier to process using vedor data, since there ae only 4 vertices in a redangle. The
bounding redangle we build around therobot isalso shown in Figure 3.
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Figure 2. Synoptic diagram. (a) Sensor readings. (b) Construction of the polygonal objeds. (c) Computation of the
histograms of forces. (d) Extraction of numeric features. (e) Fusion of information, (f) Generated linguistic spatial
descriptions for each object sensed, (g) Grouping of objedsto generate a lessdetailed description.
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In the case of multiple sonar returns, we examine the sonar readings that are adjacent to each other. There is a question on
whether adjacent sonar readings are from a single obstacle or multiple obstacles. Our solution to thisisaue is to determine if
the robot can fit between the points of two adjacent sonar returns. If the roba cannot fit between two returns, then we
consider these returns to be from the same oljed. Even if there are actually two objects, they may be considered as one for
roba navigation purposes. In the case that the distance between the two points of the sonar returnsis big enoughto allow the
roba to travel through, we onsider separate ohjeds. To form objeds from multiple sonar returns we join the anters of the
corresponding sonar cones.

For example, consider the obstacle in Figure 4. Sincethe obstacle isrdatively far from the roba, the distance between the
sonar returnsis rather big, and we @annot determine whether the obstacle continues between the three sonar readings, or we
have threedifferent obstacles. In this case, we plot threedifferent ohjeds until the roba gets closer to the obstacle and we
have a better resolution of the obstacle, sncemore sensors would deted its presence
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Figure 3. A singleabjed isformed Figure 4. Threedifferent objectsareformed from 3
from a single sonar reading. different sonar readings, if the readings are not “close”

enough, accor ding to the distance measure [11].

After buil ding the objeds around the roba based on the sonar sensor readings, we represent the relative position between
each object and the roba by the histograms of constant and gavitational forces associated with the roba/object pair, as
described in Sedion 2. We then generate an egocentric lingustic description, i.e., from the robot’s point of view. Thus, the
descriptions also depend on the robot’s orientation or heading. A change in robot heading is easily accomplished by shifting

the histogram aong its horizontal axis. Figure 5 shows an example of the linguistic expressons generated for the 5 oljeds
deteded. More details and examples can be found in [11].



Object 1 is nostly to the left of the Robot
but somewhat forward

(the description is satisfactory)
Object 2 is behind the Robot
_ Object 5 but extends to the left relative to the Robot
Object 1 (the description is satisfactory)

» Object 4 Cbject 3 is nostly to the right of the Robot

ﬁ but somewhat to the rear

(the description is satisfactory)
—— oject 4 is to the right of the Robot

Object 2 Object 3 (the description is satisfactory)

Object 5 is nostly to the right of the Robot

but somewhat forward

(the description is satisfactory)

Figure 5. Therobot detects5 obstacles. Object representations are shown as plotted rectangles. The gener ated
linguistic spatial descriptions are shown on theright.

4. INTERPRETING A SKETCHED MAP

The interface used for drawing the robot trgjectory map is a PDA (e.g., a PamPilot). The stylus allows the user to sketch
amap much as she would on paper for a human colleague. The PDA captures the string of (X,y) coordinates sketched on the
screen and sends the string to a computer for processing.

The user first draws a representation of the environment by sketching the approximate boundary of each object. During
the sketching process, a delimiter isincluded to separate the string of coordinates for each object in the environment. After all
of the environment objects have been drawn, another delimiter isincluded to indicate the start of the robot trajectory, and the
user sketches the desired path of the robot, relative to the sketched environment. An example of a sketch is shown in Figure
6(a), where each point represents a captured (X,y) screen pixel.
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Figure 6. (@) The sketched map on the PDA used for experiments in Section 5. Environment objects are

drawn as a boundary representation. The robot path starts from the left. (b) The corresponding
environment defined using therobot simulator.
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For each point aong the trajectory, a view of the environment is built, corresponding to the radius of the sensor range.
The left part of Figure 7 shows a sensor radius superimposed over a piece of the sketch. The sketched points that fall within
the scope of the sensor radius represent the portion of the environment that the robot can sense at that point in the path.

The points within the radius are used as boundary vertices of the environment object that has been detected. To
accommaodate convex-shaped objects, an additional point on the sensor radius is included. Together, they define a polygonal
region (Figure 7, step (a)) whose relative position with respect to the robot (assimilated to a square) isrepresented by the two
histograms (Figure 7, step (b)): the hisogram of constant forces and the histogram of gravitational forces, as described in
Sec. 2. Theheading is computed along the trajectory using afiltering algorithm that compensates for the discrete pixels.
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Figure 7. Synoptic diagram. (a) Construction of the polygonal objects. (b) Computation of the histograms
of forces. (c) Extraction of numeric features. (d) Fusion of information, (€) Generated linguistic spatial
descriptionsfor each object sensed, (f) Grouping of objectsto generate a less detailed description.

The histograms of constant and gravitational forces associated with the roba and the polygonal region are then used to
generate a lingugtic description of the relative position between the two objeds. The method followed is the same as that
used for the sensor readings (Sec. 3). Figure 8 shows the linguistic description generated for a point on the robot path. As
before, athreepart linguistic spatial description is generated for that point. Seealso [12] for details and more examples.

hject is nostly to the left of the Robot
but somewhat to the rear
(the description is satisfactory)

Figure 8. Building the environment representation for one point along the trajectory, shown with the
generated, three-part linguistic expression.

5. EXPERIMENTS

To test the compatihility of the two methods for producing comparable linguistic expressons, we aeaed an environment
in the simulator and sketched an approximate representation on the PDA. The two representations are shown side by side in
Figure 6. For the PDA sketch, environment objects are drawn using a boundary representation; the seven bounded figures
represent the environment obstacles. The desired roba trajedory is ketched reative to the environment and shown in the
Figure, sarting from the I eft.

Using the methods described in Sedions 3 and 4, the linguistic spatial descriptions are generated for corresponding roba
trajedory pointsin bath environments. Figures 9 through 14 show representative points along the trajedory. The PDA sketch
is analyzed using a top-down view, but constrained by the dfective radius of the robot’s ®nsors, as 1own in the figures.
Only the portion of the oljed that falls within the sensor radius is used to generate the linguistic descriptions. The
corresponding roba environment is analyzed using the simulated roba sonar sensors which provide an egocentric (relative)

view from the robd’s perspedive. The objed representations built from the sonar sensors are shown on the figures as
overlaid trapezoids.



Qobject Ais to the right-front of the robot.

Cbject Bis nostly in front of the robot.

’C: B but somewhat to the left

I An object is to the right-front of the robot.
l An object is nostly in front of the robot
e but somewhat to the left.

Figure 9. Position 1. The first point along the robot trajectory. The PDA sketch is shown on the top left with the
effective sensor radius used for the experiments. The corresponding robot smulator view is shown on the bottom left
with the object representations built from the sonar sensors overlaid as trapezoids. The generated linguistic spatial
descriptions are shown on theright for each environment. Notetheraobot heading.
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P Gbject Ais to the right of the robot
' C, P but extends to the rear relative to the robot.
=
B bject Bis to the left of the robot
but extends to the rear relative to the robot.
' G!

An object is to the right of the robot
but extends to the rear relative to the robot.

An object is to the left of the robot
but extends to the rear relative to the robot.

Figure 10. Position 2.



fF? Cbject Ais nostly behind the robot
Pos but sonmewhat to the right.

Qobject Bis nostly to the left of the robot
but sonewhat to the rear.

An object is nostly behind the robot
but sonmewhat to the right.
l An object is nostly to the left of the robot
] but sonewhat to the rear.

Figure 11. Position 3.

e oject Bis to the left of the Robot
= -

hject Cis to the left-front of the Robot

An object is to the left-front of the robot.

I N
An object is nostly to the left of the Robot
I but sonmewhat to the rear.

Figure 12. Position 4.



oject Cis to the left of the robot

oject Dis in front of the robot
but extends to the left relative to the robot.

An object is to the left of the robot
but extends to the rear relative to the robot.

An object is in front of the robot.

Figure 13. Position 5.

Object Dis nostly behind the robot
but sonewhat to the left.

oject Eis nostly to the left of the robot
but sonmewhat forward

Qobject Fis to the right-front of the robot.

An object is behind-1eft of the robot.

An object is nostly to the left of the robot
but somewhat forward

An object is to the right-front of the robot.

Figure 14. Position 6




There are objects on the left of and
on the right of the robot.

T
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Figure 15. An example showing groups of objects sensed. (a) A top view of the environment (b) The robot senses 4
objects of the left and 4 objects on theright. (c) The high-level linguistic description gener ated, using object grouping.

The generated lingustic expressons in Figures 9 through 15 mostly agree between the two representations. However, in
some @ses, e.g., when there ae a large number of objeds in the environment, the description may be more detailed than
necessary or even too detailed to be useful. We have dso been developing a grouping agorithm that is used to generate a
lessdetailed description. An example is $1own in Figure 15, which is a view of the previous environment but scded so that
the robot is much farther from the obstacles. In this case, there are several objects snsed on bath the left and right sides, 8
individual objectsin total. The generated description is shown in Figure 15(c), which provides a higher level interpretation
of therobot’s stuation. Detail s on the grouping algorithm wil | be discussed in a forthcoming paper [13].

6. CONCLUSIONS

In this paper, we have shown how the histogram of forces can be used to generate linguistic spatial descriptions
representing the quali tative state of a mohile roba. We have described two ways in which spatial relations can be used for
roba navigation. The robot can be aphysical roba moving in an unknown environment with range sensors to interpret its
environment, as well asavirtua roba whose environment and trajedory are sketched on a PDA. A boundary approximation
of the obstacles is made, and their vertices are used as inpu to the histogram of forces. The approach is computationally
efficient, and the spatial descriptions can be generated in real time.

We have presented an experiment in which a roba is placed in a physical environment, and a @rresponding
approximation is sketched on a PDA. The results $ow that the linguistic descriptions generated from the two different
representations are omparable. This provides justification for this novel approach to human-roba interaction, namely
showing aroba a navigation task by sketching an approximate map an a PDA. The approach represents an important step in
studying the use of spatial relations as a symbdi ¢ language between ahuman user and aroba for navigation tasks.

As an extenson, we ae devel oping algorithmsto incorporate other spatial relations, such as surrounds, and distance, such
as close or far. The surrounds relation is determined diredly from the histogram of forces. The distance descriptions are
generated after processng the range information returned from the robd’s snsors or the distances cdculated from the PDA
sketch. In some @ses, alessdetail ed description is more useful, and we are also working on generating multi-level linguistic
descriptions.

Future work may utilize linguistic spatial descriptions to facilitate natural communication between a human and a robot
(or a group of robots). Image spatial analysis can be used to provide a diredion relative to something in the image. For
example, the user can issueingructions such as go to theright of the building, or go behind the building.
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